
JOURNAL OF BIOMEDICAL SCIENCES

© Copyright iMedPub 1

2014
Vol. 3 No. 1:1

doi: 10.3823/1020

iMedPub Journals
http://journals.imedpub.com

This article is available from: www.jbiomeds.com

Prediction of Ligand Binding 
sites in RNA binding protein 

Pockets using support vector 
machines

1  Amity Business School, Amity 
University, Jaipur, Rajasthan, India.

2  Department of Biotechnology and 
Bioinformatics, Jaypee University 
of Information technology (JUIT), 
Waknaghat, Solan, H.P., India.

3  Discovery-Informatics Department, 
Piramal Life Sciences, Goregaon(E), 
Mumbai, India.

Corresponding author: 

�tiratharaj@gmail.com

Mittal, Meetanshu1, 
Singh, Rahul2, 3, Raj 
Singh, Tiratha2*

Abstract

RNA-binding proteins play a significant role in pattern regulation of 
gene expression during developmental phases. Therefore in order to 
facilitate our understanding of organism development there is a con-
tinuous need to develop an extensive a priori method for the predic-
tion of RNA-binding protein pockets. We present here a SVM (Support 
Vector Machine) based approach for successful prediction of these 
pockets. The method employs two datasets: the protein sequences 
of the RNA binding protein pockets and the non-RNA binding pro-
tein pockets, both of which when combined to form the positive and 
negative datasets to be fed into the SVM model. Before feeding the 
data to the SVM, both the datasets were crossed with several steps 
of sorting, which refined the selection process of obtaining ranked 
features of these datasets. Analysis was applied on 3 different fea-
tured datasets viz FPOCKET, Zernike and shell features. The results 
suggest that the top 10 features of shell are very important and play 
a pivotal role in the classification and prediction of ligand binding sites 
in RNA binding proteins. An accuracy of 89.3% was achieved when 
evaluated. This study demonstrates that it is possible to predict ligand 
binding sites in RNA binding protein pockets using its sequence.

Keywords: RNA binding proteins, machine learning, SVM, shell fea-
tures.

Introduction

Proteins are involved in multiple activities for instance molecular inter-
actions with other proteins which comprises small molecules, nucleo-
tides, peptides etc. The biological function of a protein deals with the 
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structure of the specific binding sites. RNA-protein 
interaction plays crucial role in various biological 
processes ranging from gene expression, protein 
synthesis, post transcriptional regulation, and other 
regulatory processes. Thus taking this as a key note 
we have dealt with the structures of proteins, to be 
more specific RNA binding protein pockets in our 
work. Also due to the tendency of any system to at-
tain the stable state/minimum total potential ener-
gy, as stated by the second law of thermodynamics, 
a ligand also tries to attain the stable configuration 
with respect to the  RNA binding protein pocket. 
Prediction of ligand binding sites in RNA-binding 
protein pockets can provide biological insights for 
RNA-protein interactions and their functional con-
sequences.

Interaction between the protein and the pocket 
takes place at protein’s pocket surface which is 
highly complex with longitudinal arrangement. 
Therefore, the surface properties become signifi-
cant. Moreover, we are aware of the direct rela-
tion between a protein and its pocket, hence the 
combined features of a protein and its pocket will 
play a key role [1]. RNA binding proteins (RBPs) play 
a key role in post-transcriptional control of gene 
expression [2], which along with transcriptional 
regulation, is a highly significant way to regulate 
patterns of gene expression during developmental 
stages. Thus, the identification and prediction of 
RNA binding pockets is an important step towards 
comprehensive understanding of RBPs control over 
organism development [2]. We have used SVM [3] 
a widely used tool with functions like polynomials 
and Radial Basis for the classification purpose [4]. 
The effective numbers of parameters were adjusted 
automatically to match the complexity of the prob-
lem, as performed by Bobadilla et al. [5]. Therefore, 
with the combined use of evolutionary features and 
SVM, we have tried to predict the ligand binding 
sites in RNA binding protein pockets.

Proteins play essential roles in the human body and 
are involved in all cellular activities. In many cases, 
a protein is functionally activated by a molecule (li-
gand) binding to it, acting as a switch [6]. For this 
reason determining which ligand binds to a particu-
lar protein is of fundamental importance in identifi-
cation of protein function [7]. 

Protein-ligand interactions are known to be based on 
geometric shapes, configurations and electrostatic 
complementarity [7]. Determining which ligand can 
bind to a protein is a complex matter because of:

1.  The complex nature of protein-ligand interac-
tions and

2.  Flexibility of binding sites.

The general method for identification of the bind-
ing sites involves volumetric search for large cavities 
with the help of software like FPOCKET [8], SURF-
NET [9], VISGRID [10] etc. We have used FPOCKET 
a “unique binding pocket detection” method which 
involves similarity search on protein surface done by 
capturing the local surface features of ligand bind-
ing pockets. These ligand bound pockets are then 
separated and finally the shell features based on 
these pockets are constructed in which the radius of 
each shell will be 1 Å. These shells and its features 
are constructed by taking a radial distance of 1 Å 
from the center of the pocket. In order to calculate 
the radial distribution, data is collected inside shells 
of 1 Å thickness, based on their distance from the 
center of the site [11]. Through these shell features, 
a line of classification can be generated using the 
Support Vector machine (SVM). Subsequently, the 
remaining features of FPOCKET were also taken into 
account and processed so as to be fed into the 
SVM model, the output of which was checked for 
accuracy.
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Materials and methods

The training Protein dataset in this study was ob-
tained from the protein–RNA complexes available at 
the Protein Data Bank (PDB, http://www.rcsb.org/
pdb/) and NCBI. Dataset with reference of BINDN 
[12] has been processed & run in order to construct 
our SVM model. The selection of 107 structures was 
done by X-ray crystallography of resolution within 
3.5 Å. A program was written in C++ which takes 
a set of structure files as input in order to select the 
RNA binding residues, with per residue selection 
on the basis of above mentioned criteria. While for 
selecting the negative dataset, a mixture of differ-
ent segments of proteins were selected. Thus, in 
this way only those PDB id’s were selected which 
were either having a glucose or any other binding 
site (except for RNA binding site). 

Identification of Ligand Binding Sites

From the processed dataset, the initial task was 
to find the pockets and select only those pockets 
which had ligand in them (which is mandatory for 
the positive dataset and optional for the negative). 
This is done by 2 methods:

1. PDBSUM 
2. FPOCKET 

To begin with PDBSUM, the respective PDB ID is 
provided at the site and then it detects the ligand 
with all other necessary details like chains (A, B, C, 
D .etc) and name of the amino acid present at that 
location/site. It also gives the number of amino acid 
residues available at that site. Consequently, only 
those proteins and pockets were selected which had 
ligand present in them. After selecting the pocket 
and its respective protein, a separate filtered dataset 
was created.

Afterwards all these selected pockets (along with 
the pockets found by the PDBSUM) a filtered data 
set having ligands with their full information was es-
tablished and combined. Along with protein pock-
ets these proteins comprise a dataset of 82 positive 
structures. In order to generate the negative data-
set, few of the pockets which did not have ligand 
were also selected.

Feature Extraction 

Machine learning algorithms are designed to sup-
port only numerical data as an input. This numeri-
cal data is provided as features to machine-learning 
algorithms. Thus a program was specifically written 
in order to generate this numerical data to be fed 
as input.

Finally the feature extraction was done by 2 ways 
(Fig. 1).

1. Shell features 
2.  F-Pocket features 

Shell Features

Shell features are which further classified as:

•  Taking into account both the pocket and protein.
•  Taking shells with respect to pocket only.
 
Our research dealt individually with both of the 
above apart from checking their corresponding ac-
curacies.

Binding Site Representation: It was represented as 
a sphere having its centroid concurrent with that of 
the binding site. This sphere was then subdivided 
into concentric shells [13]. The first layer width was 
fixed to 5 Angstrom unit while the width of sub-
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sequent 5 layers was 1 Angstrom each. Eventually 
14 shell features came out as very useful features. 
These 14 physico-chemical features were then used 
as descriptors.

Fpocket Features

In this approach the features produced by FPOCKET 
software were taken into account. There were 37 
features which came as output of the FPOCKET run 
and included pre-computed feature values gener-
ated by FPOCKET algorithm (based on the pocket 
detection algorithm used). Then the feature selec-

Figure 1. Schematic representation of the 
protein, protein pocket, pocket center, and 
shells created around the pocket center. 
Red color represents the buried features 
inside a protein shell.

tion approach was used, wherein those features 
which provide more reliable accuracy (in classifica-
tion) were selected. Eventually WEKA software was 
employed for feature selection process and it was 
found that all the 37 features were equally respon-
sible for generating the appropriate output (Fig. 2). 

Classification

I  machine learning classification means a supervised 
procedure in which individual items are placed into 
groups based on quantitative information of one 

Figure 2. Diagram representing the 
feature wise distribution of inputs to 
SVM. F-pocket features and shell features 
being fed to the SVM along with kernel 
parameters. Hypothesis will be generated 
after computational validations.
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or more characteristics inherent in those items and 
based on a training set of previously labeled items. 
Classification can be done successfully with the use 
of LIBSVM tool. SVM takes the data in numerical 
form (which actually is the output of another pro-
gram written by us) as an input file for its classifica-
tion. After analyzing this input file it produced the 
cross-validation accuracy on the basis of different 
sets of kernels and parameters given to it. Sequen-
tially, for the improvement of the accuracy, we pro-
ceeded with WEKA for feature selection and then 
tried running the SVM with those selected features.

Results and discussion

For the identification of ligand binding sites in RNA 
binding protein pockets, an attempt was made us-
ing several combinations and different properties 
(with consideration of RNA binding protein and its 
respective pocket(s)). The denouement would have 
the best one selected out of the several findings. 
We took up the 121 features from the Zernike de-
scriptors and 37 from the F-Pocket. With these fea-
tures, we tried all the possible combinations of ker-
nels and different value of cost ranging from 0.01 
till 100 (Keeping the –v i.e. cross fold value constant 
at 10) separately for Zernike & F-Pocket and the best 
accuracy which we get is as given.

Table 1.  Results with linear kernal at 10 fold cross 
validation for zernike and f-pocket respec-
tively.

Kernel Gamma Cost Accuracy
Cross 

Validation

Zernike Polynomial 0.06001 10,000 78.39 10 FOLD

Zernike Linear 0.05 10,000 79.12 10 FOLD

F-Pocket Polynomial 0.01 0.01 80.83 10 FOLD

F-Pocket Linear 0.03125 0.01 82.15 10 FOLD

Information gain attribute evaluator suggested that 
all 37 features have equal weightage in determining 
accuracy for fpocket features (with a linear kernel) 
which is 82.63%.

But as we will see, among all the features i.e. 
FPOCKET and shell features, shell features came out 
to be more useful. These are basically 14 features 
for each shell. And there were 6 shells for each 
protein. This sums to 84 features (14* 6) in all for 
one particular protein. 

Table 2.  Results for shell features with kernels at 5 
and 10 fold cross validation.

Kernel Gamma Cost Accuracy
Cross 

Validation

Polynomial 0.01 0.01 82.83 5 FOLD

Linear 0.01 0.01 87.07 5 FOLD

Polynomial 0.01 0.01 83.14 10 FOLD

Linear 0.01 0.01 89.34 10 FOLD

The differences between the 5 fold and 10 fold 
cross validation are clearly visible. Table 3 depicts 
the outcome of the best findings from Table 2.
 
Table 3.  Results with polynomial and linear kernel 

at 10 fold cross validation.

Kernel Gamma Cost Accuracy
Cross 

Validation

Polynomial 0.01 0.01 83.14 % 10 FOLD

Linear 0.01 0.01 89.34 % 10 FOLD

As it can be clearly seen from table 3, the result 
obtained with 10 fold cross validation were taken 
into consideration. Moreover we came across the 
best accuracy so far, which is 89.34% (with linear 
kernel). Finally establishing the top 10 features as 
the most important features due to their higher ac-
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curacy. Hence, in shell features best accuracy i.e. 
89.34% comes out with top 10 features in linear 
kernel. The top 10 ranked features, obtained using 
the InfoGain feature of WEKA are listed in the table 
4, which thus concludes that the results obtained 
with the Shell features were the best so far.

There are few other methods developed for the 
prediction of RNA bindidng residues [14, 15], while 
none of them applied the features that we applied 
for the prediciton. To further justify our result we 
tried to get the result using the combination of the 
fpocket and shell features, but we found that the 
accuracy comes out to be 86.85 % and after the 
feature selection we got the same top 10 ranking 
as we got for the shell features in table 13. So, by 
this we concluded that the results obtained with the 
Shell features are significant.

Table 4.  Top 10 ranked features, obtained using 
the info-gain feature in WEKA are listed.

Serial Number Features 

1 Zerocharge of the shell 6

2 Hydrophilic property of shell 10

3 Hydrophilic property of shell 8

4 Hydrogen bond of shell 8

5 Alanine amino acid count

6 Zerocharge of the shell 7

7 Hydrogen bond of shell 10

8 Zerocharge of the shell 9

9 Non-hydrogen bond of shell 7

10 Zerocharge of the shell 8

Conclusion

We came to know the importance of the buried 
properties of the protein, which was done by for-
mation of shells within the protein. Also it’s evident 
that ligand binding sites can be successfully identi-
fied in RNA binding protein using their pocket infor-
mation. To find the ligand, a combined approach of 
FPOCKET and PDBSUM was used which gave better 
information. Some of the very useful and informa-
tive features visible to us like charge, hydrophilic 
nature, hydrogen bonding (which also happen to be 
one of the top 10 ranked features) proved out to be 
the best features for classification through the SVM. 
By the use of FPOCKET, some additional features 
were discovered which have never been employed 
in previous studies. These features give us informa-
tion about the nature of the interaction between a 
pocket and ligand. Therefore, our approach got the 
fruitful directions for the prediction of ligand bind-
ing sites in RNA binding protein pockets with the 
use and application of SVM through which success-
ful classification of our dataset was done. A clas-
sification of 89.34 % accuracy was achieved using 
10 fold cross validation. Thus bringing into focus, 
RNA based applications like study of point muta-
tion, transcription etc and hence throwing some 
light on the necessary preparation of therapeutic 
tools in the medical field. A further extension of 
our work could involve the incorporation of certain 
biochemical properties as well. Other features and 
descriptors for instance Zernike can also be brought 
into the focus by making use of some other proteins 
in dataset.
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